Quantile regression: applications and current research areas
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Summary. Quantile regression offers a more complete statistical model than mean regression and now has widespread applications. Consequently, we provide a review of this technique. We begin with an introduction to and motivation for quantile regression. We then discuss some typical application areas. Next we outline various approaches to estimation. We finish by briefly summarizing some recent research areas.
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1. Statistical motivations and basic concepts of quantile regression

1.1. Population and sample quantiles

The term quantile is synonymous with percentile; the median is the best-known example of a quantile. We know that the sample median can be defined as the middle value (or the value half-way between the two middle values) of a set of ranked data, i.e. the sample median splits the data into two parts with an equal number of data points in each. Usually, the sample median is taken as an estimator of the population median \( m \), a quantity which splits the distribution into two halves in the sense that, if a random variable \( Y \) can be measured on the population, then \( P(Y \leq m) = P(Y \geq m) = \frac{1}{2} \). In particular, for a continuous random variable, \( m \) is a solution to the equation \( F(m) = \frac{1}{2} \), where \( F(y) = P(Y \leq y) \) is the cumulative distribution function. As an example of the use of the median, consider the distribution of salaries. This is typically skewed to the right since relatively few people earn large salaries. As a consequence, the sample median provides a better summary of typical salaries than the mean.

More generally, the 25% and 75% sample quantiles can be defined as values that split the data into proportions of one- and three-quarters, and vice versa. Correspondingly, in the continuous case the population lower quartile and upper quartile are the solutions to the equations \( F(y) = \frac{1}{4} \) and \( F(y) = \frac{3}{4} \) respectively. Generally, for a proportion \( p \) \( (0 < p < 1) \), and in the con-
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uous case, the 100\(p\)% quantile (equivalently, the 100\(p\)th percentile) of \(F\) is the value \(y\) which solves \(F(y) = p\); we assume that this value is unique.

A further generalization is exemplified by studies of the growth of children, where it is often of interest to know the position of a particular child relative to the overall distribution of heights of children of that age. The upper and lower quartiles for the conditional distribution of heights \(Y\) given age \(X\) therefore provide useful information. In this case the quantiles depend on the value of the covariate \(X\) and can be found by solving \(F(y|x) = p\), where \(F(y|x) = P(Y \leq y|X = x)\). Clearly, extensions to several covariates are then possible; see below.

### 1.2. From standard regression to quantile regression

Regression is used to quantify the relationship between a response variable and some covariates. Standard regression has been one of the most important statistical methods for applied research for many decades. For example, some years ago a university union wished to examine the relationship between the earnings of professors and the number of years that they had been professors. The union collected data on the salaries of 459 US statistics professors and the number of years for which they had been professors during the period from 1980 to 1990; see Bailar (1991). A standard linear regression model for this is

\[
y = x^T \beta + \epsilon,
\]

where \(x = (1, x)^T, \beta = (\beta_0, \beta_1)^T, y\) is salary, \(x\) is the number of years as professor and \(\epsilon\) is a Gaussian error. More complicated models, such as polynomial regression models, may also be used to model this relationship. In Fig. 1 we present the data, together with the best fitting quadratic regression curve.

Unfortunately, the curves in Fig. 1 provide an inadequate picture of the salary distribution in the sense that the change in shape of the salary distribution with years as professor is not displayed. This is simply because the standard regression fit models only the average relationship between salary and years as professor.

To give a more complete picture of the relationship between salary and years as professor, we present in Fig. 2 the 25\%, 50\% and 75\% sample quantiles. The resulting curves are called quantile regression curves and clearly can be smoothed in some way. However, the change in shape of the salary distribution is much more clearly displayed. An approximation of the full salary probability distribution can be produced from the quantile regression curve corresponding to a range of values of \(p\). In the next section we provide a formal definition of the 100\(p\)% quantile regression curve.

### 1.3. From least squares estimation to the ‘check function’

To discuss the basic motivation for the estimating method for quantile regression, we begin with the well-known least squares estimation.

Consider the simple regression model (1). The parameter vector \(\beta\) is usually estimated through the quadratic loss function \(r(u) = u^2\), i.e., given a data set of observations \(\{x_i, y_i\}_{i=1}^n\), estimation is performed by minimizing

\[
\sum_{i=1}^n r(y_i - x_i^T \beta) = \sum_{i=1}^n (y_i - x_i^T \beta)^2
\]

over \(\beta\).
Fig. 1. Salaries of 459 US statistics professors as a function of years as professor with the fitted quadratic regression curve

Least squares regression is concerned with the estimation of the conditional expectation \( E[Y|X=x] \), since this conditional expectation is the value of \( \theta \) that minimizes the expected square loss function \( E[(Y - \theta)^2|X=x] \) and \( \sum_{i=1}^{n} r(y_i - x_i^T\beta) \) is a sample estimate of this.

Similarly, median regression estimates the conditional median of \( Y \) given \( X=x \) and corresponds to the minimization of \( E[|Y - \theta||X=x] \) over \( \theta \). An associated loss function is \( |u| \). However, it is more convenient to take the loss function to be \( \rho_{0.5}(u) = 0.5|u| \). Estimation proceeds by minimizing \( \sum_{i=1}^{n} \rho_{0.5}(y_i - x_i^T\beta) \) over \( \beta \). We may rewrite \( \rho_{0.5}(u) \) as \( \rho_{0.5}(u) = 0.5u I_{[0,\infty)}(u) - (1 - 0.5)u I_{(-\infty,0)}(u) \), where

\[
I_A(u) = \begin{cases} 
1 & u \in A, \\
0 & \text{otherwise}
\end{cases}
\]

is the usual indicator function of the set \( A \). This definition may be generalized by replacing 0.5 by \( p \) to obtain a characterization of 100\( p \)% quantile regression \( q_p(x) \) at \( x \) as the value of \( \theta \) that minimizes

\[
E[\rho_p(Y - \theta)|X=x],
\]
Fig. 2. Salaries of 459 US statistics professors as a function of years as professor: three quantile regression curves with \( p = 0.25, 0.5, 0.75 \) are shown

where

\[
\rho_p(u) = pu I_{[0,\infty)}(u) - (1 - p)u I_{(-\infty,0)}(u)
\]

is called the ‘check function’.

1.4. From conditional skew distributions to quantile regression

Fig. 3(a) displays weight against age for a sample of 4011 US girls (Cole, 1988). The intuitively reasonable notion of a relationship between weight and age is further supported by Fig. 3(b) which presents several smoothed quantile regression curves based on \( p = 0.03, 0.1, 0.25, 0.5, 0.75, 0.9, 0.97 \). These suggest that the associated conditional distributions are skew to the right. Two questions of interest are

(a) what is a typical weight profile as a function of age and

(b) what is a typical weight profile as a function of age for overweight and underweight people?
A sensible answer to the first question is not provided by standard mean regression, as the mean at any specific year is pulled downwards. Hence, the median curve is a more appropriate curve to display. This median curve corresponds to the middle quantile regression curve displayed in Fig. 3(b). If it is thought that girls whose weights lie on or above the 97% curve for the population are overweight, then the appropriate curve to display is that based on quantile regression with $p = 0.97$. Similarly, the $p = 0.03$ quantile regression curve displays the relationship of the weight of underweight girls with age. In Section 3, we shall discuss the estimation of these smooth curves in detail.
1.5. From Gaussian likelihood to asymmetric Laplace density

Maximum likelihood estimation is one of the most popular methods for statistical inference. Consider again the regression model (1), where the model error \( \varepsilon \sim N(0, \sigma^2) \) follows a Gaussian distribution with known standard deviation \( \sigma \). The likelihood function for \( \beta \) based on a sample \( \{x_i, y_i\}_{i=1}^{n} \) from this model is given by

\[
L(\beta) \propto \exp \left\{ -\frac{1}{2\sigma^2} \sum_{i=1}^{n} (y_i - x_i^T \beta)^2 \right\}.
\]

Maximizing \( L(\beta) \) over \( \beta \) yields the least squares estimates that were mentioned in Section 1.3. If we now assume that the model error \( \varepsilon \) has probability density function

\[
f(\varepsilon) \propto \exp \left\{ - \sum_{i=1}^{n} \rho_p (y_i - x_i^T \beta) \right\}
\]

with \( \rho_p \) given in equation (2), then maximizing the associated likelihood function is equivalent to minimizing the check function. In fact, there is a standard probability density called the asymmetric Laplace density which takes the form

\[
f(\varepsilon) = p(1-p) \exp\{-\rho_p(\varepsilon)\},
\]

and realizations from this density can be simulated via the simple linear combination

\[
\frac{1}{p} U - \frac{1}{1-p} V
\]

of two independent exponential random variables \( U \) and \( V \) each with mean 1 (Yu and Moyeed, 2001).

1.6. From contaminated data to robust estimation

It is well known that a sample median is more robust to outlying observations than a sample mean for estimating the average location of a population. Suppose that a large, random batch of mixed ‘good’ and ‘bad’ pairs of independent observations \( (x_i, y_i), i = 1, 2, \ldots, n, \) is available for estimating the conditional mean \( E[Y|X=x] \). We assume that a pair \( (x_i, y_i) \) is bad with probability \( \pi \) and good with probability \( 1-\pi \), and that pairs \( (x_i, y_i) \) are distributed as

\[
(X, Y) \sim \begin{cases} 
N(0,0,r,1,1) & \text{if } (x_i, y_i) \text{ is good}, \\
N(0,0,r,k,k) & \text{if } (x_i, y_i) \text{ is bad},
\end{cases}
\]

where \( N(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2) \) denotes a bivariate normal distribution with correlation coefficient \( r \), means \( \mu_1 \) and \( \mu_2 \) and variances \( \sigma_1^2 \) and \( \sigma_2^2 \). Thus, the \( (x_i, y_i) \) are independent realizations from the common underlying ‘contaminated density’

\[
f(x, y) = (1-\pi) f_1(x, y) + \pi f_2(x, y),
\]

where \( f_1 \) and \( f_2 \) are the density functions for \( N(0,0,r,1,1) \) and \( N(0,0,r,k,k) \) respectively. For a genuinely contaminated distribution, we assume that \( k \neq 1 \). A simple theoretic investigation presented by Yu and Jones (1998) established that the variance of a typical kernel smoother such as \( \text{ksmooth} \) of S-PLUS is much greater than the variance of a smooth quantile regression curve. This is further evidence that quantile regression is much more stable than mean regression for analysing this kind of ‘contaminated data’.
1.7. Plan of the paper
So far we have defined and motivated quantile regression. In Section 2 we present some typical applications of quantile regression based on simple examples, illustrating how this methodology can be used effectively in many fields. Some methods and algorithms for estimation are sketched in Section 3. In Section 4 we briefly mention some current research areas, which include time series, statistical testing, additive models and Bayesian inference. We present our conclusions in Section 5.

2. Applications of quantile regression
In this section we present some typical applications of quantile regression to medical reference charts, survival analysis, financial economics, environmental modelling and the detection of heteroscedasticity.

2.1. Applications to reference charts in medicine
In medicine, reference (or centile) charts provide a collection of useful quantiles. These are widely used in preliminary medical diagnosis to identify unusual subjects in the sense that the value of some particular measurement lies in one or other tail of the appropriate reference distribution. The need for quantile curves rather than a simple reference range arises when the measurement (and hence the reference range) is strongly dependent on a covariate such as age, as Cole and Green (1992) and Royston and Altman (1994) have discussed. The chosen quantiles are usually a symmetric subset of \{0.03, 0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95, 0.97\}. An example of a reference chart is shown in Fig. 3, with the \(Y\)-variable being weight and the \(X\)-variable being age. How can these quantile regression curves be obtained?

An obvious approach is to use a known conditional distribution \(F(y|x)\) to fit the underlying conditional distribution. The 100\(p\)% quantile curve corresponds to \(q_p(x) = F^{-1}(p|x)\). Now, if the distribution is normal, then estimating the 100\(p\)% quantile curve is straightforward. If, however, the distribution is skew, as is more usual, then often a transformation to normality is applied. A typical transformation is the Box–Cox transformation to which we shall return in Section 3.2; see Cole (1988), Altman (1990) and Royston and Wright (2000).

For cases when it is not possible to make a transformation to normality, a nonparametric or semiparametric approach has been developed; see Cole and Green (1992) and Heagerty and Pepe (1999).

2.2. Applications to survival analysis
Applications to survival analysis include studying the effect of a specific covariate on the survival time of an individual. A given covariate may have a different effect on low, medium and high risk individuals. These effects can be understood by considering several quantile functions of survival time; see Koenker and Geling (2001) for details. Fig. 4 presents three quantile regression curves with \(p = 0.1, 0.5, 0.9\) based on the 184 survival times of patients with covariate age between 12 and 64 years from the Stanford heart transplant survey (Crowley and Hu, 1977); see Yang (1999) for further details about censored median regression.

Cox's proportional hazard model is often used for survival analysis. Alternatively, the accelerated failure time approach that models the logarithm of the survival time as a function of covariates can be employed (Yang, 1999; Kottas and Gelfand, 2001). This is intuitively appealing, owing to its ease of interpretation.
The basic model posits survival times $T_i, i = 1, \ldots, n$, that may be censored and that depend on covariates $x_i$. In the absence of censoring, it is natural to consider the pairs $\{T_i, x_i\}_{i=1}^n$ as a multivariate independently and identically distributed sample. If the $i$th observation has been censored, then we observe $Y_i$ for $T_i$. The ‘log’-transformation of $T_i$ provides the usual accelerated failure time model, which regresses the logarithm of $T_i$ linearly on $x_i$, i.e.

$$
\log(T_i) = x_i^T \beta + \varepsilon_i,
$$

where $\varepsilon_i, i = 1, \ldots, n$, are independently and identically distributed with an unknown distribution function. The mean of $\varepsilon_i$ is not assumed to be 0 because we observe $Y_i$ instead of $T_i$ in the case of censoring and so the intercept term is not included in the vector $\beta$. Because of this, mean regression analysis is not a good estimation technique for the accelerated failure time approach. However, the quantile regression technique that models the quantiles of the survival time, or a
monotone transform thereof, as a function of the covariates and the intercept is appropriate, as Yang (1999) illustrated.

### 2.3. Applications in financial and economics research

#### 2.3.1. Value at risk, tails of distributions and quantiles

Financial regulations usually require banks to report their daily risk measures called value at risk (VAR). VAR models are the most commonly used measure of market risk in the financial industry (Lauridsen, 2000). Let $Y$ be the financial return, so that the $y$ satisfying $P(Y \leq y) = p$ for a given low value of $p$ is the VAR. The variable $Y$ may depend on covariates $x$ such as exchange rates.

Clearly, VAR estimation relates to extreme quantile estimation through estimating the tail of financial return. The distribution of financial return could also be illustrated by several quantiles. For example, the common approach to estimating the distribution of one-period return in financial models is to forecast the volatility and then to make a Gaussian assumption (see Hull and White (1998)). Market returns, however, are frequently found to have more kurtosis than a normal distribution. Using data on 950 daily observations of the exchange rates for the British pound, German Deutschmark and Japanese yen quoted against the US dollar between June 25th, 1990, and March 23rd, 1994, Taylor (1999) employed a quantile regression approach for the distribution of multiperiod returns. A general discussion of using quantile regression for return-based analysis was given by Bassett and Chen (2001).

#### 2.3.2. Economics

Quantile regression is useful in the study of consumptive markets as the influence of a covariate may be very different for individuals who belong to high, medium and low consumption groups. Similarly, changes in interest rates may have a different inference on the share prices of companies which belong to high, medium and low profits groups.

In particular, quantile regression is now regarded as a standard analysis tool for wage and income studies in labour economics; see, for example, Buchinsky (1995). It is also important to study how incomes are distributed among the members of a population, e.g. to determine tax strategies or for implementing social policies.

Other applications include modelling household electricity demand over time in terms of weather characteristics. The low quantile curves correspond to background use, whereas possibly the high quantile curves reflect high use during active periods of the day particularly due to air conditioning; see Hendricks and Koenker (1992).

### 2.4. Applications to environment modelling

Hydrology is concerned with modelling rainfall and river flow. The provision of fresh water requires an assessment of the chances of drought to help with the design of reservoirs, and the chances of high rainfalls to help with the design of flood drains and run-offs. The modelling of the tails of distributions and the knowledge of extreme quantiles are thus central to the statistics of hydrology. Suppose that $q_p(x)$ is the quantile function for a hydrological variable, such as annual maximum flood height; then, for some given high $p_0$, say 0.9, there is a 100(1 – $p_0$)% chance of an exceedance beyond $q_{p_0}(x)$. The probability that the first exceedance occurs in year $k$ is $P(K = k) = p_0^{k-1}(1 - p_0)$. The mean value of variable $K$ is $1/(1 - p_0)$, which is called the return period $T$ for a 100(1 – $p_0$)% exceedance event. For example, if $T$ is 100 years, then $q_{0.99}(x)$ is the value of a 99% chance of the 100-year flood exceedance.
In studying pollution data, models for mean concentration levels may be less relevant from a public health standpoint than comparable models for upper quantiles representing more extreme concentration levels; see, for example, Pandey and Nguyen (1999) and Hendricks and Koenker (1992) for discussion.

2.5. Applications to detecting heteroscedasticity
Recognizing heteroscedasticity is an important task for the data analyst. Quantile plots can provide a useful descriptive tool. These plots not only help to detect heteroscedasticity but also provide an impression of the location, spread and shape of the conditional distribution of $Y$ given $X = x$.

Quantile regression can be used to assess departures from the assumptions of the model $Y = x^T \beta + \varepsilon$. If the distribution of $\varepsilon$ does not depend on the value of the covariate $X$, all regression quantiles will be parallel. For example, the seven quantile curves for the US girls data in Fig. 3 are clearly not parallel, indicating heteroscedasticity.

3. Estimation methods and algorithms
We now discuss estimation methods and algorithms for quantile regression.

3.1. The parametric quantile regression model
To quantify the relationship between a response variable $Y$ and covariates $x$, we often assume that $E[Y|X = x]$ can be modelled by a simple linear combination $x^T \beta$. Similarly, the basic quantile regression model specifies the linear dependence of the conditional quantiles of $Y$ on $x$. In other words, we assume that the relationship between the 100$p\%$ quantile of $Y$ and covariates $x$ is given by $q_p(x) = x^T \beta$.

Given a data set $\{x_i, y_i\}_{i=1}^n$, we can estimate the parameters $\beta$ by minimizing

$$\sum_{i=1}^n \rho_p(y_i - x_i^T \beta).$$

There is no explicit solution for the regression coefficients under this parametric quantile regression model since the check function is not differentiable at the origin. However, using recent advances in interior point methods for solving linear programming problems discussed by Portnoy and Koenker (1997), this minimization can be performed by using the algorithm that was provided by Koenker and D’Orey (1987). The special case of median regression computation is available in the S-PLUS package, and a suite of functions for general parametric quantile regression in S-PLUS is available from http://lib.stat.cmu.edu/.

An ‘interior’ algorithm for general quantile regression fitting has been developed by Koenker and Park (1996) and S-PLUS functions for this algorithm are available from http://www.econ.uiuc.edu/roger/research/rq/rq.html.

3.2. The Box–Cox transformation quantile model
We mentioned parametric quantile regression estimation through the Box–Cox transformation in Section 2.1. The technical details related to this method are as follows: define a function $g(\lambda; y)$ as

$$g(\lambda; y) = \begin{cases} (y^\lambda - 1)/\lambda & \text{if } \lambda \neq 0, \\ \log(y) & \text{if } \lambda = 0. \end{cases}$$
Let $g^{-1}(\lambda; z)$ be the inverse function of $g(\lambda; y)$ with respect to $y$, so that $g^{-1}(\lambda; z) = (\lambda z + 1)^{1/\lambda}$ if $\lambda \neq 0$, and $\exp(z)$ if $\lambda = 0$. Then, if the $100\%$ quantile of $g(\lambda; Y)$ is $q_p(g)$, the $100\%$ quantile of $Y$ is $g^{-1}\{\lambda; q_p(g)\}$. In particular, if there is a value of $\lambda$ such that $g(\lambda; Y)$ and $X$ are normally distributed, then properties of the bivariate normal distribution tell us that the $100\%$ quantile of $g(\lambda; Y)$ takes the linear form $\beta_0 + \beta_1 x$, where $\beta_0$ and $\beta_1$ depend on $p$. Hence the $100\%$ quantile of $Y$ is given by $g^{-1}\{\lambda, \beta_0 + \beta_1 x\}$. The packages Statgraphics and S-PLUS for example allow Box–Cox transformations to be performed quickly.

Of course, there may be no value of $\lambda$ that transforms the variable $Y$ to normality. In that case, we can use a transformation based on the check function to find $\beta = (\beta_0, \beta_1)^T$ and $\lambda$ by minimizing

$$
\sum_{i=1}^{n} \rho_p\{y_i - g^{-1}(\lambda; \beta_0 + \beta_1 x_i)\};
$$

see Buchinsky (1995) for further details.

Under the above transformation framework, we can also assume that the value of $\lambda$ varies with covariates $x$, and the $100\%$ quantile of $Y$ under the Box–Cox normal transformation may then be given by considering $g^{-1}\{\lambda(x); \beta_0 + \beta_1 x\}$. So instead of estimating a single value of $\lambda$ we may estimate the curve $\lambda(x)$. In that case, we need smoothing estimation based on a kernel method or smoothing spline. Cole and Green (1992) provided an algorithm for penalized likelihood estimation of $\lambda(x)$. They derived the estimation of $\lambda(x)$ based on

$$
I(\lambda) - \alpha \int \lambda''(x)^2 \, dx,
$$

where the log-likelihood function

$$
I(\lambda) = \sum_{i=1}^{n} \{\lambda(x_i) \log(y_i) - \frac{1}{2} z_i^2\},
$$

$z_i = g(\lambda; y_i)$, $\int \lambda''(x)^2 \, dx$ is a roughness penalty and $\alpha$ is a smoothing parameter. Fortran code implementing this algorithm is available from Professor Cole.

### 3.3. The nonparametric quantile regression model

We have seen that the conditional distribution is a vital ingredient for quantile regression. Yu and Jones (1998) and Hall \textit{et al.} (1999) have recently considered methods for estimating conditional distributions. For example, $F(y|x)$ may be estimated nonparametrically by

$$
\hat{F}(y|x) = \sum_{i=1}^{n} w_i(x) I(y_i \leq y),
$$

where $w_i$ is a non-zero weight function depending on $x_i$ and $x$ and satisfying $\sum_{i=1}^{n} w_i(x) = 1$.

In Fig. 5 we show the associated nonparametric estimate of $q_{0.5}$ for the motor-cycle data set that was discussed by Silverman (1985).

However, some problems are associated with this type of kernel weighting estimation of the conditional distribution. First, this estimator is not a distribution function, since it is not monotone nor does it take values only between 0 and 1. For this reason, Hall \textit{et al.} (1999) discussed a so-called adjusted Nadaraya–Watson estimator of the conditional distribution function which
Fig. 5. Motor-cycle data set discussed by Silverman together with a nonparametric estimate of $q_{0.5}$ as a function of time

takes the form

$$
\hat{F}(y|x) = \sum_{i=1}^{n} p_i(x) K_h(x_i - x) I(y_i \leq y) \over \sum_{i=1}^{n} p_i(x) K_h(x_i - x),
$$

where $K_h(x_i - x) = K\{(x_i - x)/h\}$ with bandwidth $h$ and kernel density function $K$, and $p_i(x) \geq 0$, $\sum_{i=1}^{n} p_i(x) = 1$. Usually $p_i$s satisfying these conditions are not unique.

A second problem is that quantile curves based on these estimators of $F(y|x)$ may cross one another, which is of course absurd. This is illustrated by Fig. 6, which shows kernel smoothing quantile regression estimation based on the $\hat{F}(y|x)$ of Hall et al. (1999) for the Stanford heart transplant data set that was discussed in Section 1.

To solve this problem, Yu and Jones (1998) used a ‘double-kernel’ approach. In this case, a bandwidth is needed for $y$ as well as for $x$. The basic idea is to replace the indicator function
Fig. 6. Stanford heart transplant data with three quantile regression curves with \( p = 0.1, 0.25, 0.5 \), estimated by using the kernel smoothing technique: note that these curves cross.

\[ I(A) \text{ in } \hat{F}(y|x) \text{ above by a continuous distribution function } \Omega\{ (y - y)/b \} : \text{ thus,} \]

\[ \hat{F}(y|x) = \sum_{i=1}^{n} w_i(x) \Omega \left( \frac{y_i - y}{b} \right), \]

where \( \Omega(q) = \int_{-\infty}^{q} W(v) \, dv \) is a distribution function with associated density function \( W(u) \), \( b > 0 \) is a bandwidth in the \( y \)-direction and \( w_i(x) \) are kernel-based weight functions.

If \( W \) is taken to be the uniform kernel density, \( W(u) = 0.5 I(|u| \leq 1) \), and if the weights

\[ w_i(x) = K_h(x_i - x) \left/ \sum_{i=1}^{n} K_h(x_i - x) \right. \]

with bandwidth \( h \) in the \( x \)-direction, it can be shown that \( d\hat{q}_p(x)/dp > 0 \). It follows from this that \( \hat{q}_p(x) \) is a monotone function of \( p \), with the consequence that this method does not suffer from the crossing problem that is mentioned above. Yu and Jones (1998) discussed an iterative algorithm for estimating quantile functions under the double-kernel approach.
Under the check function set-up, kernel-based quantile regression estimation can be carried out by considering kernel-weighted check function minimization

\[ \min_a \left\{ \sum_{i=1}^{n} \rho_p(y_i - a) K_h(x_i - x) \right\}, \]

where the minimizer \( \hat{a} = \hat{a}(x) \) is the 100\( p \)% quantile regression estimator. An iteratively reweighted least squares procedure for finding \( \hat{a} \) is given in Yu and Jones (1998), with associated S-PLUS functions available from the first author. This algorithm is iterative, and convergence is guaranteed.

### 3.4. Bandwidth selection

Associated with the kernel fitting approach that was mentioned in Section 3.3 is the important issue of bandwidth selection. There are several different ways to select the bandwidth \( h \) in the \( x \)-direction. One method proposed by Ruppert et al. (1995) is based on the asymptotic mean-square error together with the ‘plug-in’ rule to replace any unknown quantity in the asymptotic mean-square error by its estimator. The resulting bandwidth is asymptotically optimal. However, a simpler rule of thumb is appealing especially if it is based on a straightforward approximation of the asymptotic mean-square error, as we always want to estimate several quantile regression functions simultaneously. One rule for selecting the bandwidth in the \( x \)-direction simply modifies the bandwidth \( h \) that would be used for mean regression estimation and can be easily implemented as follows:

(a) obtain \( h_{\text{mean}} \) by employing the technique proposed by Ruppert et al. (1995), for example;

(b) calculate \( h_p = C_p h_{\text{mean}} \), where

\[ C_p = \left[ \frac{p(1-p)}{\phi\{\Phi^{-1}(p)\}^2} \right]^{1/5}. \]

From the plot of \( C_p \) against \( p \) given in Fig. 7, we immediately deduce that \( h_p \) is symmetric about \( p = 0.5 \) and that, the more extreme the value of \( p \), the more smoothing is required, with the increase becoming large for very large or small values of \( p \).

Similarly, by minimizing the asymptotic mean-square error of the estimator over the bandwidth \( b_p \), we can obtain the following relationship between \( b_p \) and \( h_p \):

\[ \frac{b_p h_p^3}{b_{1/2} h_{1/2}^3} = \frac{\sqrt{(2\pi)} \phi\{\Phi^{-1}(p)\}}{2\{(1-p) I(p \geq \frac{1}{2}) + p I(p < \frac{1}{2})\}}, \]

see Yu and Jones (1998) for further details.

### 3.5. The semiparametric quantile regression model

The penalized likelihood estimation approach that was described in Section 3.2 is an example of a semiparametric fitting technique, as discussed by Cole and Green (1992). More generally, the response \( Y \) is assumed to depend in a parametric (linear) fashion on some, but not all, of the covariates. Such a model could be specified by replacing the linear model \( x^T \beta \) by \( x^T \beta + g(t) \):

\[ q_p = x^T \beta + g(t) \]

where \( x \) and \( t \) are covariates for the 100\( p \)% quantile of \( Y \), and \( \beta \) and the function \( g \) are to be estimated. Such a situation may arise when a model is held to be appropriate on grounds of
theory or experience, but there are doubts about the homogeneity of the distribution of response over time or space. We usually estimate $\beta$ and $g$ by minimizing

$$\sum_{i=1}^{n} \rho_{p}\{Y_i - x_i^T \beta - g(t)\} + \alpha \int g''(t)^2 \, dt.$$  

Koenker et al. (1992) developed an algorithm to perform this minimization, and some associated S-PLUS functions are available from http://lib.stat.cmu.edu/.

### 3.6. The two-step method

The procedure that minimizes the check function is an iterative algorithm that sometimes takes a long time to converge. Yu (1999) presented a two-step method which avoids the minimization of the check function, but which has the same asymptotic property as the kernel estimators of Section 3.3. This two-step method proceeds by first producing a set of quantiles by using the $k$ nearest neighbour approach of Bhattacharya and Gangopadhyay (1990) at each covariate...
point. Then simple least square kernel smoothing is applied to these quantiles to obtain the final quantile regression estimators.

4. Recent research areas

We now briefly discuss some recent research areas.

4.1. Quantile regression for time series

Most research in quantile regression has assumed that the observations of the response variable \( Y \) are conditionally independent. Recently, several researchers have discussed different methods for time series quantile regression modelling. For example, a method based on estimating the conditional distribution is given by Cai (2002), whereas a method based on the check function is given by Gannoun et al. (2003). In the method of Cai (2002), the time series \( Y_i \) is assumed to be related to the time series \( X_i \) through the model \( Y_i = \mu(X_i) + \sigma(X_i)\varepsilon_i \), where \( \mu(X_i) \) is the regression function and \( \varepsilon_i \) is the model error. The dependence of \( \sigma(X_i) \) on \( X_i \) means that the model is heteroscedastic. The method first estimates the conditional distribution of \( Y_i \) given \( X_i \) by the approach of Section 3.3 and then estimates the condition quantile by the inverse of the conditional distribution function. In the method of Gannoun et al. (2003) for the estimation of the conditional quantile of a strictly stationary real-valued process \( Z \) given the present and past records, the 100 \( p \)% quantile of \( Z \) is characterized as

\[
q_p(x) = \arg \min_{\theta \in \mathbb{R}} \{ E[\rho_p(Z - \theta)|X = x] \}.
\]

Then, they used the kernel-based check function procedure of Section 3.3 for estimation. Quantile regression has also been applied to longitudinal data analysis in a similar way; see Lipsitz et al. (1997), who described an efficient quantile regression approach for CD4 cell count data by taking account of drop-outs.

4.2. Goodness of fit

Assessing the fit of quantile curves to data appears to have received little attention in the literature, with Koenker and Machado (1999) and Royston and Wright (2000) being two important exceptions. Typical goodness-of-fit issues here are assessing the performance of different polynomial models and comparing a parametric model against a nonparametric model. In the former case, for a parametric model \( q_p(x) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 \), we want to test whether covariate \( x_1 \) has any effect on the 100 \( p \)% quantile values of a response. Essentially, we require a statistical hypothesis test of this parametric model against the simpler parametric model \( q_p(x) = \beta_0 + \beta_2 x_2 \). Koenker and Machado (1999) addressed this issue.

We shall motivate our discussion of the second issue by using the immunoglobulin G data as an example. This data set comprises the serum concentration (grams per litre) of immunoglobulin G in 298 children aged from 6 months to 6 years and is discussed in detail by Isaacs et al. (1983). We take the response variable \( Y \) to be the concentration of immunoglobulin G and use a quadratic model in age \( x \) to fit the quantile regression:

\[
q_p(x) = \beta_0 + \beta_1 x + \beta_2 x^2,
\]

for various values of \( p \). We used the parametric method of Section 3.1 to fit the model. Fig. 8(a) shows the plot of the data along with the quantile regression lines for \( p = 0.05, 0.25, 0.5, 0.75, 0.95 \). All the curves except the 75% curve show a clear quadratic form.
As an alternative, the kernel-based nonparametric smoothing method described in Section 3.3 estimates the underlying quantile curves through expression (3). The estimated quantile curves are illustrated in Fig. 8(b).

By comparing these different parametric and nonparametric quantile regression curves for the immunoglobulin G data, we see that the problem of assessing the goodness of fit of a quantile regression relationship is very important. Although there is much research on assessing the goodness of fit of mean regression models, this work is not really suitable for quantile regression model fitting since the definitions and estimating methods of the quantile regression model are different from those of the mean regression model. Almost all mean regression testing statistics
are based on a quadratic form such as the $R^2$-statistic, or on a residual sum of squares, which corresponds to the quadratic loss function.

In general, we need to be able to assess whether a nonparametric quantile regression model can be simplified to a linear or a parametric quantile regression model. This issue is the subject of current research by the authors. We also need to be able to assess the additivity of a quantile regression model with a high dimensional predictor. The additive structure is important in terms of interpretability.

### 4.3. Bayesian quantile regression

The use of Bayesian inference for generalized linear models is quite standard these days; see Besag and Higdon (1999). Two obvious advantages of the Bayesian approach over classical inference are that the Bayesian approach may lead to exact inference as opposed to the asymptotic inference of the classical approach, and that Bayesian inference deals in a better way with parameter uncertainty. The relative ease with which Markov chain Monte Carlo methods (see Chen et al. (2001)) may be used for obtaining the posterior distribution, even in complex situations, has made Bayesian inference much more accessible and attractive. Markov chain Monte Carlo methods make available the entire posterior distribution of parameters $\beta$ of interest.

Recently, Yu and Moyeed (2001) developed a fully Bayesian modelling approach for quantile regression by employing the asymmetric Laplace likelihood function, as discussed in Section 1.5. Their method is as follows.

Given the observations $\mathbf{y} = (y_1, \ldots, y_n)^T$, the posterior density $\pi(\beta | \mathbf{y})$ of $\beta$ given $\mathbf{y}$, $\pi(\beta | \mathbf{y})$, is provided by

$$
\pi(\beta | \mathbf{y}) \propto L(\mathbf{y} | \beta) \pi(\beta),
$$

where $\pi(\beta)$ is the prior distribution of $\beta$ and $L(\mathbf{y} | \beta)$ is the likelihood function based on the asymmetric Laplace density $\rho_p(\cdot)$ of Section 1.5. In their method, Yu and Moyeed (2001) showed that choosing an improper uniform prior for $\beta$ results in a proper joint posterior distribution, i.e., if $\pi(\beta) \propto 1$, then the posterior density $\pi(\beta | \mathbf{y})$ will be proper. Other distributions could be used in the presence of more substantial prior information.

Kottas and Gelfand (2001) proposed an alternative approach that employs a mixture model for errors in a median regression model. Their likelihood is based on a parametric family of skewed distributions that they introduced.

### 5. Conclusions

Quantile regression is emerging as a comprehensive approach to the statistical analysis of linear and non-linear response models, partly because classical linear theory is essentially a theory just for models of conditional expectations. In this paper we have presented a general review of quantile regression models and associated algorithms. We have illustrated that quantile regression has strong links to three very useful statistical concepts: regression, robustness and extreme value theory. We have also demonstrated that quantile regression is widely used in many important application areas, such as medicine and survival analysis, financial and economic statistics and environmental modelling.

As we believe that quantile regression has a bright future, we have outlined some current research areas, making suggestions for further work. Whereas parametric, semiparametric and nonparametric quantile regression models have been reported for many years, Bayesian quantile
regression and additive quantile regression have attracted much recent attention. Some research or potential research areas have not been described in this review. For example, the estimation and application of quantile regression derivative functions is discussed by Chaudhuri et al. (1997). Bivariate and high dimensional nonparametric fitting algorithms for quantile regression models are studied by He et al. (1998). A reversible jump Markov chain Monte Carlo algorithm for fitting quantile regression is derived by Yu (2002). Extending the quantile regression approach to spatial and random-effects models is another area of interest and has briefly been discussed by Yu and Moyeed (2001).
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